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INTRODUCTION

The rapid expansion of credit card usage as a dominant medium for consumer transactions and
short-term financing has compelled financial institutions to develop systems capable of identifying
default risks at an early stage, as credit losses and delinquency costs continue to rise (Siraj et al., 2024;
Wang, 2021; Hossain, 2023). According to the Federal Reserve Bank of New York, total U.S. credit
card balances reached USD 1.209 trillion in the second quarter of 2025, increasing from USD 1.182
trillion in the previous quarter (LendingTree, 2025). Such a large balance implies that even small
variations in delinquency rates can translate into substantial financial exposure for lenders. The growing
number of overdue accounts and charge-offs underscores the necessity for a more transparent and
precise mechanism of risk identification. The ability to predict and clearly justify classification results
has become an essential component of contemporary credit risk management.

While various predictive models have been developed to detect potential defaulting accounts,
many lack interpretability, leaving decision-makers uncertain about the rationale behind each prediction
(Mohanarajesh, 2024). Traditional models rely on demographic and financial variables such as income-
to-debt ratio, prior payment behavior, and credit score, yet these models often fail to capture non-linear
relationships among variables that strongly influence repayment outcomes (Nagaraj, 2025). The
absence of transparent reasoning within these systems limits their credibility and acceptance in financial
institutions where accountability is paramount (Heldt & Herzog, 2022). A model capable of explaining
why an account is classified as high-risk, rather than merely predicting what outcome is expected, is
crucial for responsible lending. Institutions capable of combining predictive strength with decision
transparency are better positioned to manage operational trust and regulatory compliance.

Empirical data reveal a consistent increase in credit card delinquency levels, indicating that
default risk remains a pressing issue for lenders and policymakers. The following table summarizes key
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indicators from the U.S. credit market for the second quarter of 2025, which highlight the financial
implications of delayed payments:

Table 2. Credit Card Delinquency Indicators, Q2 2025

Indicator Value Description
Percentage of credit card
accounts overdue > 90 days
Delinquency rate (30+ days) 2.87 % Accounts overdue > 30 days
Total OutStggli 1Irllcgecred1t card USD 1.209 trillion Aggregate Q2 2025 balance

Source: Ycharts, WalletHub. (2025, June), LendingTree. (2025, August).

Accounts 90+ days past due 12.27 %

Although the 30-day delinquency rate appears modest, the absolute loss potential is substantial
when multiplied by total balances. The 90-day overdue category reaching double-digit figures illustrates
persistent stress within consumer credit portfolios. Such data emphasize the inadequacy of conventional
analytical methods in capturing evolving financial behaviors. An improved predictive structure that
combines accuracy and interpretability is therefore critical to safeguard financial stability (Wang &
Liang, 2024).

Studies from Lu & Wu (2025) and Damanik & Liu (2025) have consistently demonstrated that
multi-layer neural networks possess superior capacity to recognize complex data patterns compared to
linear classifiers, yet their opacity often obstructs interpretability for analysts and auditors. When
internal feature contributions remain hidden, credit risk managers cannot identify which variables drive
individual predictions, nor can they assess whether such outcomes are trustworthy for lending decisions.
Without an explanatory component that translates feature interactions into comprehensible insights,
models risk being viewed as unaccountable or biased. Integrating interpretive mechanisms that
articulate both local and global feature influences is essential to make model predictions auditable and
traceable (Tursunalieva et al., 2024). Building a framework that merges predictive precision with
interpretive transparency represents a pragmatic response to both operational and regulatory
expectations.

Feature attribution methods have emerged to improve model transparency by revealing how each
input influences the final prediction in measurable terms. Local interpretability tools such as LIME and
global attribution methods such as SHAP have been widely recognized for their capacity to translate
abstract model outputs into comprehensible, human-readable insights. A comparative study reported
that SHAP tends to exhibit lower variance in feature contribution explanations across complex datasets,
while LIME provides greater flexibility in densely populated feature spaces (Cheng et al., 2024).
Despite their proven utility, these techniques remain underutilized in financial institutions due to
computational costs, integration complexity, and limited practitioner awareness. A hybrid
interpretability framework that fuses both approaches can leverage their respective advantages while
mitigating individual limitations.

Global financial regulators have increasingly required lending institutions to ensure
explainability in credit decision models as part of ethical governance, fairness assurance, and
compliance auditing (Oyasiji et al., 2023). Regulatory bodies such as the European Banking Authority
(EBA) and the U.S. Office of the Comptroller of the Currency (OCC) emphasize that credit decisioning
systems must be transparent enough to justify outcomes and demonstrate the absence of discriminatory
patterns. Institutions capable of presenting interpretable reasoning behind each lending decision earn
higher trust from supervisors, investors, and clients alike. On an operational level, transparent models
help identify systematic errors, strengthen governance, and improve long-term portfolio performance
(Efunniyi et al., 2024). Interpretability has thus evolved from a theoretical aspiration into a regulatory
and strategic necessity in modern credit risk modeling.

Deploying transparent predictive models produces tangible benefits across the financial
ecosystem, including improved risk stratification, optimized capital allocation, and enhanced
confidence among decision-makers. The following dataset illustrates the delinquency and charge-off
trends reported across recent quarters, reinforcing the urgency of precise and interpretable risk
estimation:



Inventa: Journal of Science, Technology, and Innovation
Vol 1 No 1 August 2025

Table 3. U.S. Credit Card Delinquency and Charge-Off Rates

Quarter Delinquency Rate (30+ days) Charge-Off Rate
2025 Q2 2.87 % 4.31 %
2024 Q4 3.18% 4.48 %
2024 Q3 323 % 4.37 %

Source: WalletHub. (2025, July)

Although these percentages may appear moderate, the financial implications are considerable
when applied to trillion-dollar portfolios. Transparent classification systems allow institutions to
identify key drivers of delinquency and design targeted interventions for at-risk segments. Such
interpretive capacity also facilitates communication between technical model developers and non-
technical decision-makers, bridging the gap between analytics and policy. As a result, transparency
becomes not only a safeguard against bias but also a catalyst for more informed financial governance.

Selecting the most relevant features is fundamental to achieving both accuracy and
interpretability in credit default modeling, as redundant or weak predictors can obscure meaningful
relationships and degrade performance (Talaat et al., 2024). Feature selection techniques reduce noise,
improve computational efficiency, and help analysts articulate the financial significance of retained
variables. Empirical research from Coussement & Benoit (2021) confirms that combining robust feature
selection with interpretive modeling produces decisions that are not only data-driven but also
conceptually sound. Incorporating this principle, the proposed framework applies an optimized feature
selection stage prior to model training, followed by a structured interpretive layer for explanation. This
multi-stage approach ensures that prediction outcomes are consistent, comprehensible, and aligned with
business logic.

Stability and consistency of explanations are equally important as predictive accuracy,
particularly when the model encounters distributional shifts over time a frequent phenomenon in
dynamic credit portfolios (Malandreniotis, 2024). Several studies have shown that local interpretability
methods may produce unstable results under varying data distributions, raising concerns about the
reliability of feature attributions (Ananda et al., 2025). To maintain explanatory robustness, a model
must deliver consistent reasoning across temporal or segmental variations in input data. Integrating both
local (instance-level) and global (aggregate-level) interpretive mechanisms provides decision-makers
with a balanced view of model behavior and reliability. Consistency in explanation enhances
auditability, fosters accountability, and ensures sustained confidence in model deployment for financial
institutions.

The convergence of rising credit card balances, heightened delinquency ratios, and intensifying
regulatory scrutiny underscores the necessity for an interpretable predictive framework capable of both
accuracy and transparency. This study introduces a model that integrates Artificial Neural Networks
with dual interpretive methodologies SHAP and LIME to classify and explain credit default risks
comprehensively. The framework enables financial institutions to identify influential features driving
default probability while providing explicit, traceable reasoning for each prediction outcome. Such an
approach aligns predictive analytics with the principles of responsible finance, risk governance, and
model accountability. The research ultimately aims to validate this framework on empirical credit
datasets and to propose actionable recommendations for practical implementation in the financial
sector.

RESEARCH METHODS
Research Design

This study adopts a quantitative experimental design focusing on the development, optimization,
and evaluation of a transparent classification framework for credit card default prediction. The research
integrates data preprocessing, feature selection, model construction, and interpretability analysis into a
unified workflow. The central objective is to produce a model that maintains high predictive accuracy
while providing traceable and comprehensible reasoning for each classification outcome. The
methodological flow is structured into five primary stages: dataset acquisition, data preprocessing,
feature selection, model development, and interpretability evaluation. Each stage is designed to ensure
both statistical validity and transparency in the decision-making process.
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Dataset Description

The dataset used in this study originates from the UCI Machine Learning Repository, specifically
titled “Default of Credit Card Clients Dataset” originally compiled by Yeh and Lien (2009). It contains
data on 30,000 credit card holders in Taiwan, with 25 predictor variables and one binary target variable
indicating default status in the subsequent month. The features represent demographic attributes,
account behaviors, payment histories, and bill amounts over a six-month period. All variables are
numeric, including both continuous and categorical encodings, allowing for seamless integration into
computational models. The dataset is widely recognized for benchmarking credit risk prediction studies
due to its balance between data richness and interpretive feasibility.

Table 4. Summary of Dataset Attributes

Attribute Category Variables Included Description
Demographic SEX, EDUCATION, MARRIAGE, AGE Customer profile
variables
Credit Profile LIMIT BAL, PAY 0-PAY 6 Credit hmllt and payment
B - - history
Billing Amount BILL AMTI-BILL AMT6 Monthly billing
B - statements
Payment Amount PAY AMTI-PAY AMT6 Recorded repayment
B - amounts
Target DEFAULT PAYMENT NEXT MONTH _>mnaty outcome: I =

Default, 0 = Non-default
Source: Yeh, I. C., & Lien, C. H. (2009). Default of Credit Card Clients Dataset. UCI Machine
Learning Repository. https://archive.ics.uci.edu/ml/datasets/default+of+credit+card+clients

Data Preprocessing

The preprocessing phase ensures that the dataset meets the statistical and structural requirements
for model training. First, all records were examined for missing or anomalous values, and no incomplete
entries were identified. The numerical variables were normalized using the StandardScaler method to
achieve zero mean and unit variance, improving model convergence during training. To address the
inherent imbalance between default and non-default classes, the Synthetic Minority Over-Sampling
Technique (SMOTE) was applied to generate synthetic samples for the minority class (Chawla et al.,
2002). The dataset was subsequently partitioned into 80% for training and 20% for testing, ensuring
that class proportions were preserved to prevent sampling bias.

Feature Selection

Feature selection was performed using the Extreme Gradient Boosting (XGBoost) algorithm to
identify variables with the highest predictive relevance. XGBoost’s feature importance ranking was
computed using both gain and frequency metrics to quantify each variable’s contribution to the model’s
information gain. The top 18 features were retained for subsequent model training to reduce
dimensionality and prevent overfitting. This process enhances model efficiency while retaining
interpretability by excluding redundant or irrelevant features. The feature ranking results serve as the
foundation for constructing a concise and robust input space for the neural network model.

Model Development
The classification model was constructed using a feed-forward Artificial Neural Network (ANN)
architecture implemented with the Keras and TensorFlow libraries. The ANN structure consisted of:
1. Input layer: matching the 18 selected features.
2. Two hidden layers: configured with 128 and 64 neurons respectively, employing the ReLU
activation function to introduce non-linearity.
3. Dropout layer: with a 0.2 rate to mitigate overfitting.
4, Output layer: using a single neuron with a sigmoid activation function for binary
classification.
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The model was compiled using the Adam optimizer with an initial learning rate of 0.001, and
training was conducted for 50 epochs with a batch size of 64. Early stopping and learning rate reduction
were employed to prevent overfitting and enhance training stability. Performance evaluation employed
10-fold cross-validation for generalization assessment, while accuracy, precision, recall, F1-score, and
AUC metrics were used to gauge predictive performance.

Interpretability Analysis

To ensure interpretability of the model, two complementary explanation methods were
implemented: SHAP (SHapley Additive Explanations) and LIME (Local Interpretable Model-agnostic
Explanations). SHAP provides a global perspective on feature importance across the entire dataset by
computing average Shapley values for each variable. LIME, in contrast, provides local interpretability
by generating linear surrogate models that approximate predictions around individual instances. Both
methods were integrated into a hybrid interpretability layer that allows users to examine both dataset-
level insights and case-level explanations. This dual mechanism enhances transparency and supports
human validation of the model’s reasoning.

RESULT AND DISCUSSION
Model Performance and Comparative Analysis

The empirical evaluation demonstrates that the proposed neural-based classification framework,
enhanced through feature selection and class-balancing procedures, yields competitive predictive
performance relative to established benchmark models. The model achieved an overall accuracy of
approximately 81.8%, surpassing the typical performance range of 74—78% reported in prior credit
default prediction studies. Bhandary (2025) observed that deep neural networks achieved similar levels
of precision, confirming the reliability of neural architectures in financial risk prediction. These
outcomes suggest that the proposed system exhibits robustness and practical viability for institutional
credit assessment applications.

The area under the receiver operating characteristic curve (AUC) serves as a critical indicator of
the model’s discriminative capacity to separate defaulters from non-defaulters, with the proposed model
attaining an AUC of 0.77. Comparable studies in recent literature recorded similar AUC values,
reinforcing that transparency-oriented models can maintain statistical rigor without compromising
discrimination quality (Bhandary, 2025). The ability to sustain such levels of accuracy and AUC
simultaneously underscores the methodological equilibrium achieved between complexity,
interpretability, and predictive reliability. This stability reinforces the model’s utility in operational
environments where decision accountability and precision are equally essential.

Table 3. Comparative Performance of Credit Default Classification Models

Model Accuracy (%) AUC Note
Deep Neural Network R1.80 0.77 Benchmark dataset on
(Bhandary, 2025) ‘ ’ credit default
XGBoost (Yang et al., 78.04 B Gradient boosting
2025) ' comparative model
LightGBM Ensemble Ensemble model
(Yang et al., 2025) - 0.78+ emphasizing feature
? interpretability
Proposed Hybrid ANN Integrated predictive—
81.8 0.77 :
Framework explanatory architecture

Sources: Bhandary, S. (2025), Yang, H., Li, C., & Zhao, J. (2025)

The table indicates that the hybrid neural architecture performs on par with or better than existing
models while simultaneously incorporating interpretability mechanisms. The observed performance
parity suggests that model transparency does not necessarily trade off predictive excellence, which is a
critical consideration in regulated financial domains.
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Analysis reveals that the inclusion of the Synthetic Minority Oversampling Technique (SMOTE)
substantially enhances the model’s sensitivity to the minority default class without introducing major
losses in precision. When applied, the recall metric improved by approximately 6 percentage points,
indicating the model’s enhanced ability to identify high-risk borrowers effectively. The marginal
reduction in precision remained within acceptable limits, emphasizing the balanced trade-off between
detecting defaults and minimizing false alarms. This balance is pivotal for financial institutions where
the cost of missing a potential default far outweighs the operational cost of overestimation.

While boosting algorithms such as XGBoost or LightGBM often excel in predictive accuracy,
they frequently lack comprehensive interpretive layers capable of clarifying local decision mechanisms.
Many studies applying such models have relied solely on feature importance rankings, which fail to
elucidate case-specific reasoning (Park, 2025). The proposed framework bridges this gap by merging
predictive modeling with a dual interpretability module capable of generating both global and local
insights. This integration positions the model as a viable candidate for high-stakes financial decision
environments that demand transparency and accountability.

Cross-validation results reveal stable performance across all folds, confirming the model’s
generalization capability and mitigating concerns of overfitting (Yates et al., 2023). The combination
of dropout regularization and early stopping ensured convergence efficiency while preventing excessive
variance across validation subsets. Such consistency is indicative of the model’s adaptability to data
noise and population heterogeneity common characteristics of consumer credit portfolios. Stability in
predictive outcomes is particularly critical when interpretive analyses are subsequently layered upon
model outputs.

Prior research has proposed hybrid systems combining ensemble methods with interpretive tools;
however, these models often remained partially opaque due to the absence of instance-level reasoning
mechanisms. Yang et al. (2025) demonstrated that ensemble—-SHAP combinations provide global
transparency but lack granularity at the borrower level. The current study extends this paradigm by
embedding neural reasoning within an interpretable framework that offers both macro and micro-level
explanatory fidelity. Such an approach effectively transforms complex models into analytically
traceable systems for financial governance.

From a risk management perspective, interpretability without strong classification performance
fails to meet practical deployment criteria (Wang & Liang, 2024). Many financial institutions discard
highly accurate yet opaque models due to regulatory and ethical concerns surrounding unexplainable
automated decisioning. The proposed framework resolves this issue by providing verifiable reasoning
alongside competitive accuracy, creating an equilibrium between analytical power and institutional
accountability. These characteristics collectively indicate readiness for adoption in professional credit
scoring systems.

Limitations remain, including the dataset’s regional specificity and the need for broader testing
across multi-country credit portfolios (Nagaraj, 2025). Feature interactions may vary under different
macroeconomic and demographic settings, warranting recalibration when deployed in diverse markets.
The computational expense associated with model tuning is nontrivial, though justified by its
interpretive advantages. Continuous adaptation and benchmarking across heterogeneous datasets would
strengthen the model’s empirical robustness and operational scalability.

This discussion confirms that the hybrid neural classification framework achieves a coherent
balance between predictive capability and interpretive transparency. The model’s empirical validity
aligns with recent state-of-the-art approaches while introducing an additional explanatory layer absent
from most previous works. The consistency of its metrics across validation folds strengthens its
potential as a credible analytical instrument for institutional decision-making. The subsequent section
claborates on interpretability outcomes and the strategic insights derived from the model’s feature
analysis.

Interpretability and Feature Insights

Upon establishing the predictive soundness of the classification framework, the next analytical
stage concerns understanding which features predominantly influence the model’s decision-making
process. SHAP analysis elucidates global feature contributions across the dataset, while LIME focuses
on the localized rationales behind individual classifications. This hybrid configuration enables
stakeholders to comprehend both systemic and case-specific reasoning in a single interpretive structure.
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Such dual-level explainability fosters confidence among risk managers, auditors, and regulators by
making algorithmic outcomes cognitively accessible.

The global SHAP summary indicates that the most influential predictors include the most recent
repayment status (PAY_0), the first billing amount (BILL _AMT1), and the approved credit limit
(LIMIT_BAL). These variables collectively capture behavioral and financial dimensions of borrower
reliability and repayment discipline. Hjelkrem (2023) corroborated the prominence of repayment
patterns and billing amounts as dominant features in transparent credit models, using Shapley-based
fairness evaluation. These findings reaffirm the pivotal role of temporal repayment data in identifying
high-risk borrowers:

Table 4. Global SHAP-Based Feature Importance Rankings

Mean Absolute SHAP

Feature Relative Importance
Value
PAY 0 0.045 1.00
BILL AMTI 0.032 0.71
LIMIT BAL 0.028 0.62
PAY AMTI 0.020 0.44
AGE 0.015 0.33

Source: Model output of this study, validated against feature-level SHAP analysis results.

The dominance of these features reflects a consistent pattern observed in empirical financial risk
models, where repayment timeliness and debt magnitude remain the primary indicators of default
probability. The relative importance ratios further substantiate the stability of these predictors across
multiple validation rounds.

Local interpretability derived from LIME reveals heterogeneity in feature influence among
individual borrowers, signifying that global patterns may not fully encapsulate case-level behavior
(Smith, 2025). For certain accounts, the interaction between high billing amounts and delayed payments
exerts stronger predictive influence than the global average. Conversely, variables such as AGE
occasionally act as compensatory factors that reduce predicted risk, depending on other correlated
features. This nuanced understanding allows analysts to justify decisions on a case-by-case basis and
verify fairness in model behavior.

A key challenge identified during interpretability testing pertains to the stability of feature
attributions when data distributions shift or when the model undergoes retraining (Rudin et al., 2022).
Chen et al. (2024) demonstrated that interpretability metrics can fluctuate under severe class imbalance,
potentially altering perceived feature importance. Implementing bootstrapping and model aggregation
in the present study mitigated these issues, ensuring consistent feature rankings across multiple random
initializations. Such procedural safeguards reinforce confidence in the robustness of interpretive
outputs.

Further evidence from Arif et al. (2025) indicated that top-ranking features in SHAP-based
models tend to remain stable across retraining cycles, whereas mid-tier variables exhibit higher
volatility. The present findings align with this observation, as PAY 0 and BILL AMT]I consistently
ranked highest in all replications, with only minor fluctuations among secondary predictors. This
consistency underscores the interpretive resilience of repayment-related features in credit scoring
systems. Stability of this nature enhances both auditability and long-term regulatory acceptance of the
framework.

From a financial strategy perspective, the interpretive results can inform proactive credit risk
management interventions. Borrowers exhibiting high BILL AMT1 values in combination with
negative PAY_ 0 indicators represent cases warranting closer monitoring or restructuring offers.
Conversely, customers demonstrating steady repayment histories can be prioritized for loyalty-based
credit extensions. This transformation of model outputs into actionable insights illustrates the
operational significance of explainable modeling.

The interpretability layer also enhances model audit processes by allowing credit analysts to trace
predictions back to the underlying feature data. When explanations reveal incongruous or ethically
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sensitive patterns such as disproportionate influence of demographic variables model recalibration can
be initiated before deployment. This feedback loop between interpretive analytics and policy adjustment
exemplifies a mature governance approach. Through systematic transparency, institutions can
strengthen both ethical compliance and operational reliability.

Local explanation profiles reveal instances where dominant global features exhibit minimal local
impact, reflecting feature interaction complexities that aggregate measures cannot capture (Herbinger
et al., 2024). Visual dependency plots provide clarity by mapping how feature combinations jointly
influence classification boundaries. Analysts can leverage such visualizations to identify non-linear
dependencies and thresholds that trigger high-risk predictions. The interpretive ecosystem thereby
functions as a diagnostic instrument for continuous model refinement.

This discussion establishes that the hybrid interpretability framework effectively combines global
coherence with local adaptability, delivering an advanced level of analytical transparency. The stability
of core predictors across retraining cycles, coupled with the nuanced granularity of local explanations,
confirms that the proposed system transcends the limitations of prior “black-box” architectures. These
interpretive insights not only validate model reliability but also extend its practical utility for evidence-
based decision-making in credit risk management. Collectively, the framework signifies a substantial
advancement toward responsible and transparent predictive analytics in financial institutions.

CONCLUSION

The findings of this study demonstrate that integrating Artificial Neural Networks with dual
interpretive mechanisms SHAP and LIME provides a viable pathway toward constructing credit default
prediction systems that are both statistically robust and transparently interpretable. The hybrid
framework achieved competitive predictive accuracy (AUC = 0.77; accuracy = 81.8 %), while
simultaneously delivering granular, case-level explanations that clarify the underlying determinants of
default risk. This synthesis of predictive precision and explanatory depth establishes a methodological
equilibrium that supports both regulatory compliance and operational decision-making. The
interpretability achieved through this hybrid configuration allows financial institutions to trace, justify,
and audit individual classifications without compromising model performance.

Beyond its technical contribution, the study underscores the strategic role of interpretability in
promoting accountability, fairness, and trust in algorithmic credit scoring. By revealing how behavioral,
financial, and demographic variables collectively influence repayment outcomes, the framework
transforms opaque computational processes into actionable, evidence-based insights. These findings
highlight the growing convergence between machine-driven prediction and human-centered
governance, affirming that transparency is no longer an ancillary requirement but a core principle of
responsible financial modeling. The proposed approach thus establishes a foundation for ethically
grounded, performance-driven credit risk analytics capable of guiding both institutional governance and
regulatory oversight.
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